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The first release of an application

',- appl?ca‘tion nstance
i database instance
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And the first outage in the cloud

’.- apphca‘tiom nstance
i database instance
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Starting 2011, AWS alone had a major outage once a year

AWS Post-Event Summaries

AWS Trusted Advisor Priority | Get visibility into critical optimization recommendations curated by your AWS account team »

AWS Post-Event Summaries

The following is a list of post-event summaries from major service events that impacted AWS service availability. AWS is committed to publishing post-event summaries for events that
result in high error rates for an extended period of time across a broad set of AWS Services and customers in a Region:

* Summary of the AWS Service Event in the Northern Virginia (US-EAST-1) Region, December, 10th 2021

Summary of AWS Direct Connect Event in the Tokyo (AP-NORTHEAST-1) Region, September, 2nd 2021

Summary of the Amazon Kinesis Event in the Northern Virginia (US-EAST-1) Region, November, 25th 2020

Summary of the Amazon EC2 and Amazon EBS Service Event in the Tokyo (AP-NORTHEAST-1) Region, August 23, 2019

Summary of the Amazon EC2 DNS Resolution Issues in the Asia Pacific (Seoul) Region (AP-NORTHEAST-2), November 24, 2018.

Summary of the Amazon S3 Service Disruption in the Northern Virginia (US-EAST-1) Region, February 28, 2017.

Summary of the AWS Service Event in the Sydney Region, June 8, 2016.

Summary of the Amazon DynamoDB Service Disruption and Related Impacts in the US-East Region, September 20, 2015.

Summary of the Amazon EC2, Amazon EBS, and Amazon RDS Service Event in the EU West Region, August 7, 2014.

Summary of the Amazon SimpleDB Service Disruption, June 13, 2014.

Summary of the December 17th event in the South America Region (SA-EAST-1), December 20, 2013.

Summary of the December 24, 2012 Amazon ELB Service Event in the US-East Region, December 24, 2012.

Summary of the October 22, 2012 AWS Service Event in the US-East Region, October 22, 2012.

Summary of the AWS Service Event in the US East Region, July 2, 2012.

Summary of the Amazon EC2 and Amazon RDS Service Disruption in the US East Region, April 29, 2011.

https://aws.amazon.com/premiumsupport/technology/pes/
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That’s not just about AWS...

*” yugabyteDB

1 major cloud failure every ~50 days!

W W

Jun 10: AWS AZ outage
due to lost connectivity
(high temp)

Nov 16: Google Cloud
outage due to a glitch in
network configuration

Dec 7: AWS US-east-1
outage

Jan 2: Issue in IBM's
network affected 60
datacenters & 28 PoPs

Jan 3: Issue with IBM’s
private cloud

Jun 7: Connection issues
in Microsoft datacenter
in East U.S.

Jun 7: High latency due
to submarine cable cuts
in Google Cloud

Dec 5: AWS US-east-2
outage for 75 minutes
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Club Rules

r
Rule 1

Accept the possiloih‘tt/ that

-

your deploymen't can be impacted

WV,
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For OtterTune’s customers,
0% of production Aurora
clusters have read replicas.

https://ottertune.com/blog/why-the-faas-database-problem-wont-happen-in-aws/ Andgl Pavlo
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https://ottertune.com/blog/why-the-faas-database-problem-wont-happen-in-aws/

But onlt/ 32% of production
non-Aurora RDS instances

are replico\‘tinﬁ to at least
one. s‘tomcﬂ:c/ nstance.

https://ottertune.com/blog/why-the-faas-database-problem-wont-happen-in-aws/ Ay\dc/ Pavlo
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There are many ways to approach HA in PostgreSQL

1. Single_ database instance

A, Single_ pﬁmaﬁl nstance with read replicas

3, Multi-master (shara(ing with o coordinator)

That woy

d. Multi-master (shardIn3 without o coordinator)
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High Awao\b:lrty

s ~ ‘

the od:ﬁh‘tt/ of o system to
operate con‘t‘muously l:y elimino(ting a
single_ point of Railure

*” yugabyteDB

Disaster Re,cove,m/

is the process of getting
a sys‘te,m back to an opero:b%onal state
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AVO\\IO\B lt't SLA
(od(a. aVaulaB l\'ty oBJe,Q'twve or 'tlf\e nnes O‘P O\VO\\IO\B lo‘ty)

Uptime Downtime
per year
A9.9% €.76 hours
A9.99% 56.2 mins
49,9999, 5.25 mins
949:9999% 31.56 secs
\_ Y,
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AvQ;labzlrty SLA

Re_cove_n/ Time OBJe_ct?ve_
(RTO)

(
. Downtime o
Uptime
per year
—,mmmmm A - ——————
A2.9% .76 hours
AMA.99% 56.2 wmins
99.999%, 5.25 mins
q49.9999% ‘ 31.56 secs
o Y,

“” yugabyteDB

the duration of time within which
the system must be restored
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Re_cove_m/ Pont Ol:je_c‘tive
(RPO)

1TB

the maximum aceep‘table owmount of
dota loss after an incident
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AVailaB?l?tt/ SLA

( . Downtime
Uptime
per year
A2.9% €.76 hours
29.29%, 56.2 wmins
a9.999%, 5.25 wmins
49.94999%, 31.56 secs
g

Re_covem/ Time Objec‘t?ve_
(RTO)

the duration of time within which
the system must be restored
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Questions to Answer

(1. How is data wportant To t/ou? N
2. Do you have any pr‘e_de_\oine,d SLAs? YOUF HA OB:\th;Ves
B, rof e
_ J
+ The Mnes
+ RPO
% *« RTO
/
\_

yugabyteDB
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High AVQ?laBihtt/ With Simgle Database Instance

5o -
Prim ary S‘tomclby
Instonce Instances

[ﬂ four HA Solution ‘\

Repllca'tlon
Solution

Fodlovg‘/ Foilboack
Solution
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jl[) A few popular built-in re,phca‘tion solutions

r R

* replica'tes the entire database
* primary L stanolby conPRguroctions
need to be similar

Streaming replication B o10moomnootm

(log skipping)
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O:ﬂ A Pew popular built-in replicad:?on solutions

- ™

8 otomoonoom f GEplistes {he Sufie eafakese
« * primary & standby confiqurations
need to be similar

Streaming repl?ca’tion
(lo::, shipping)

- J
s N
L.oaho\l re_pl?co:tion nsert nto tl... K * con replicod:e specific tables
(og decoding) =, * primary .8 S'tamdbt/ can have

v ceeerhy different configs
~ o
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m Asynchronous or St/nchronous Repl?coction

! sl/nchronous__comm?t moo(es\

N

s‘tandbc, durable

Standbt/ durable

s‘to\ndbt/

&

wode dur:&:trgmm " commt abter commit after query consitency
Bé cragh OS crash
remo'te._applﬂ/ v v v ol
on J v v
remote_write 0 v
local 7
off

J

‘7 yugabyteDB
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‘l’.;l' ASL/AQk(bnous or Synchronous Replico:t?on

= T ﬁ
synchronous__.commi‘t wmodes

N

;m standby durable standby durable standby
MOJG_ dur‘:&eac:':/mmrt commt O\‘pter commit Q'Ptet‘ quen/ COV\S?te'\Qy
durabilit PG crash OS crash
urabily y
4 remote,_apply v v ¥ i
on ‘/ ‘/ J
remote_write o o
local 7
off
v \ »
perfomance
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& A Few popu[ar 'Podlove,r‘ & Pailback solutions

Qe

R

ngool

(Pa\ilove,r‘, connection Poolimj,
load Balo\ncing)

* custom seripts for failover
and Railback events

+ manual intervention can be necessary

‘7 yugabyteDB
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98 A Few popular Pailover & failback solutions

. ) ~ ™
% >
ngool Patroni

Rai love,r and failback)

(Podlove_r, connection poohng,

load balomcing)

* custom seripts for Railover :n';“g&:l:"ﬁ$ more automated

and Railback events

+ uses eted (or alternatives) for

+ manual intervention can be necessary - .
quorum and spl?‘t-l:roun resolution

. J _ J
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d Sample_ Conﬁguf‘oﬁb?on with S‘Mgle S‘tomdbt/

r—A

N
client
Re_g?on A /
4 )
Zone A Zone B
4 / ( )
':0. .o?’o
W=
Pﬂpool\l/(Ac‘tive) ngool (S‘tomou:y)
Primary St"*"db‘/
G _J
_ ),

S

rephca‘tiom:

<

- the primary con't commit i the s‘tomcﬂ:c/ is down. Use 22+ s’tamo(&/s.
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” Sample, Mult?-Region Conp}guro\‘tion with Two S‘tomcu:ys

-r— 1

[~

client

Re_gion A /
-
Zone A Zone B
4 / ) ( )
0 °0s

ngool Uetive)

l

Reg?on B

—

Zone C

r

=) % -

) {e=np

ngool (S‘tomd’ot/)

_

syne
rqolicod:iov\

‘/

S‘tomdbt/

async
repl?co:tion

_J

‘7 yugabyteDB

.

> e

T

ngoo[ (S‘tandby)

S‘tomo“:y

J

J/
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When you need to scale reads

Load Balancer 7 |

Pﬁmary elo‘d
Instance Rep oS

fT ‘] Your HA Solution s o
Replicati -

€ xﬁcii o Failover/Failbock

Solution :

Solution
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A Pew populo«‘ load Bo\lomc?ng solutions

_

\
..
.;.
ngool
(Po\ilover, connection Pooling,
load Balo\ncing) J

HAPROXY
oad balancing for
TCP and HTTP traffic)

J

+

P& Bouncer

(connection poohng)

J

© 2023 All Rights Reserved



‘7 yugabyteDB

” Sample_ Conpiguro\‘tbn with Single_ Replica

[
client
Region 4 /
- )
Zone A Zone B
7 A 0 )
% BBy
PgP°°l (Aetive) P?Pool (S‘tomdbl/)
S = ./‘
= syne |9
. re_PlIco:tiov\* ==
Primary Replica
\_
L _/

- the primary can't commit it the replica is down. Have 2+ replicas.
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4

=

Amazon Aurora Standard Conpigur‘o\‘tion

Aurora
Region A
4 I
Zone A Zone B Zone C
) () (=
. - [
 N— Aurora Aurora
Primary Replica Replica
4 )
bo.fo; ;/oa‘e Dota Nod Data Node Data Node bo;taﬂode Do;to;ylt/oo(e
Cluster Volume )
L ) U I _ ¥,
\_ >
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4

=

Writes Require o Quorum of 4 Data Nodes

Aurora
[~
client
Region A
\
Zone A Zone B Zone C
e =
= =
[ -
Aurora Aurora
Replica Replica
’—\\
Data Node Data Node Dafa ”‘59(5 Do‘t“ﬂ‘b"le Doata Node Data Node
Cluster Volume
e ), \ J 7
_J
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+

Aurora

@5 An approach to scale reads n Aurora

Zone C

.

Aurora
Replica

( )
BN
— connections
L~
l AWS Route 53
client read
connections

N\ J

Data Node Data Node

] @S !
Data Node Data Node

Cluster Volume

s
Dota Node Data Node

expect

e

P

/ y

data Iag """""""" \

‘7 yugabyteDB
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When you need to scale out
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When you need to scale_ out
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When you need to scaJe, out
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When you need to scale out
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Slr\o\rdinﬁ

shards 1-5

sPh‘t‘tiv\g the database

into shards

‘S yugabyteDB © 2023 All Rights Reserved



@citusdata PostgreSQL Extension for Shard?ng

(aka. Azure CosmosDB for Pos‘tgre_SQL)

client

Citus
Coordinator

Worker Nodes
(PostgreSQL Instances)
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(@ citusdata Pos‘tgr‘e_SQL Extension for Shard?ng

(aka. Azure CosmosDB for Pos’tgr‘eSQL)

[se_lec‘t « from cws,_JO;J—

=

i %
L ‘sele,c’t + from coxr‘s;F G5
R

client

select * from cars_.ﬁ‘;}

Citus
Coordinator

[se,le,c‘t « from cars,_ll;}

Worker Nodes
(PostgresQL Instances)
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fi—",

[

client {

@ citusdata

PostgreSQL Extension for Shomd]vxg

(oko. Azure CosmosDB for Pos‘tgr‘e,SQL)

insert into cars
values 121, ....);

Citus

Coordinator

[

insert into cars 10
values (a1, )

]_

Worker Nodes
(Postgre_SQL Instances)
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(@ citusdata Adding Stomdl—:y Instances for EVe_ﬁ./ Pﬁmaﬁ/

~

S‘tomoﬂ:;y

=5

ILE“’_\/\———>

Qlle,V\‘t Pﬁmoxﬁ/ —
Coordinator Primary S‘tandby
>
Pﬁmart/ S‘to\v\oﬂu/
\ J
Worker Nodes
rePﬁt.;oM - the primary can't commit iF the s‘tomou:z/ is down. Have 2+ s‘tamdbys.
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@ citusdata Runvﬁng wWith Patron

: S‘/V\Q 7.7
replica‘t‘:om i <

Patroni

==

@

—_—

0

Pﬁmnry < syne
Qheﬂt _ r‘eplica‘tion«
=®
Patroni
&5
)
Standby —
-~
Coordinator \

syne
rep licotions

\_ _J
\. J

syme Worker Nodes
replications] = The primary can't commit i the standby is down. Have 2+ standbys.

Patroni

Standby

F | - Patront agents

Patroni
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@citusdata Addling Eted Cluster

{~

client

A

)]

meted cluster

Patroni

S‘tomdl—.u/

Coordinator

.

syne
repl lications

N
N\

g

. syne
replica‘t‘»om

syne
replico\tiom

- the primary can't commit i the s‘tanolbt/ is down. Have 2+ s‘tandbys.

- Patroni agents
Patroni

Worker Nodes
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(@ citusdata Add?ng Load Balancer & Connection Pooler

syne - .
rep hcttiom -7‘3’
Patroni

S'i;m;\dby

HAPROXY

S‘tomoQBy

-~
Coordinator

-
|\

e Worker Nodes
- the primary con't commit i the s‘tomolbn/ is down. Have 2+ s‘tandbys.
*® - Patroni agents - Connection poole{‘
Patroni -y
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‘7 yugabyteDB ©open Source
distributed SQL database
Distributed Quen/ Layer

YsQL YCQL

Bui lt on Pos‘tareSQL Pos—tgpes Cassandra

com‘oo\‘tible_ Qompa’tible,

Distrbuted S‘torage_ Loyer

( Atomatic Distributed
Shomding Transactions

with 67003[3 Spanmeﬁl?ke_ storage
Load Raft

Consensus
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PoSg‘tr‘eSQl_
Que,n/ L.oufer

1. Parser

. Anahfzer L Rewriter
3. Planner

4, Executor

Pos‘tgr‘eSQL
S’torage, L.ou/e,r

Pos‘tgreSQL

‘7 yugabyteDB

Reus]ng

client

Posa‘tr‘e_SQL
Queﬁ./ L.ou/e_r with
Enhancements

1. Parser

25 Ana[t/zer‘ L Rewriter
oy Plomner

4. Executor

DocDdDB
S'torage Laye_r

Posgtr‘e,SO\I_
Query L_ayer with
Enhancements

1. Parser

2, Analyze_r &L Rewriter
3. Planner

4. Executor

DocDB
S‘torage Lat/er

Yugal:yteDB
Node 2

Posg‘tr‘eSQL
Que_r*l/ Lw/er With
Enhancements

1. Parser

2 Ana't/zer L Rewriter
3. Planner

4. Executor

DocDB
St orage Laye_r‘

Yugal:l/te])B
Node 3
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Yugabl/te;DB Distributes Data With Shard?ng
ond Synchromizes Via Raft

Roft
| Leader‘s | ;._-

Raft
6~,r~oups

Raft
| Followers |

Yugabt/teDB Yugabt/‘tebB Yuga&,‘td)B
Node 1 Node 2 Node 3
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Apphcodﬁon Architecture With
A Centralized SQL Database

Log?cal

Connections

Load Balancer
HAProxy, ete.)

T

Connection Pooler J

(P&Bouncer, ete.)

Physical
Connections

L rimart/ Replica

‘7 yugabyteDB
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Appl?ca‘t?on Architecture With
A Centralized SQL Database

Applica‘tion Architecture With
A Distributed SQL Database

Logical
Connections

Lood Balancer
(HAProxy, ete.)

T

(P&Bouncer, ete.)

Phys?cal
Connections

S

Connection Pooler j

‘7 yugabyteDB

App 2
.

App 3
J

App 1
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Books

Manage Ris

e ] OREILLY %
Designing . :
a 5 ; Architectin
Wl’\O\’t \'P I WO\nt _h1t6n31ve for Scale | 9

to learn wore?

OREILLY

Database
Internals

/ k

Yugo\'ot/teDB Unive_rsﬁtt/

a e

yugabyteDB

t/ugadoc/‘te,.QOM
\_

J \ y den?Smagda J
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Thank You

Join us on Slack:
www.yugabyte.com/slack

Star us on GitHub:
github.com/yugabyte/yugabyte-db
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