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What is DBtune

DBtune is an Al-powered database parameter
tuning service.

Spun out of research at Stanford University,
DBtune autonomously optimizes the 
configuration of databases through machine 
learning.

It observes, iterates and adapts until 
converging and delivering the optimal settings 
for any individual workload, use case and 
machine.
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Why do we need tuning

- Databases change, grow and slow down

- Not all workloads and machines are the same
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Why does it matter

Technical perspective

1. Better system performance
a. Avg query runtime 

(latency)
b. Throughput (tx / s)

2. Better scalability
3. Better resource utilization
4. Better maintenance (vacuum, 

backups etc.)
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Why does it matter

Technical perspective

1. Better system performance
a. Avg query runtime 

(latency)
b. Throughput (tx / s)

2. Better scalability
3. Better resource utilization
4. Better maintenance (vacuum, 

backups etc.)

Business perspective

1. Avoidance of 
Over-Provisioning

2. Decrease cloud/on-prem 
spending

3. Faster response time (100ms for 1%)

4. Reduces downtime prob
5. Sustainability (ESG)
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What is database parameter tuning

work_mem
Sets the base maximum amount of memory to be used by a query 
operation (such as a sort or hash table) before writing to temporary disk 
files.

shared_buffers
How many pages we will cache in memory before reaching OS cache or 
filesystem.

Adjusting knobs to fit the current environment and 
workload

PostgreSQL parameters that are typically important
work_mem, shared_buffers, max_wal_size etc
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Time for some plots 📈
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Throughput (tx/s)
work_mem and shared_buffers tuning

Increasing shared_buffers is important

work_mem is not - queries are simple

Resource Stresser benchmark
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Average query runtime (latency)
max_parallel_workers_per_gather and random_page_cost tuning
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Average query runtime (latency)
max_parallel_workers_per_gather and random_page_cost tuning
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Growing complexity

Tuning

1. shared_buffers → 10 possible values each
2. work_mem
3. random_page_cost 
4. seq_page_cost
5. checkpoint_completion_target
6. effective_io_concurrency
7. max_parallel_workers_per_gather
8. max_worker_processes
9. max_wal_size
10. min_wal_size
11. bgwriter_lru_maxpages
12. bgwriter_delay

Docs: https://docs.dbtune.com/Supported%20databases/PostgreSQL
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Growing complexity

What is the total number of 
combinations?
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5. checkpoint_completion_target
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Tuning

1. shared_buffers → 10 possible values each
2. work_mem
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7. max_parallel_workers_per_gather
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Growing complexity

1012 = 10 × 10 × 10 × 10 × 10 × 10 × 10 × 10 x 
10 × 10 × 10 × 10 = 1 Trillion combinations
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Growing complexity

* Power of Ten (YouTube)

Goes in reverse to 
0.01 ånstorm Å  = 10^-12 meters
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Growing complexity

Computers are fast. Can we test them all? (bruteforce)

5 minutes per proposed configuration would lead to
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Growing complexity

* Power of Ten (YouTube)

Computers are fast. Can we test them all? (bruteforce)

5 minutes each configuration would lead to

More than the time the supercomputer in 
The Hitchhiker's Guide to the Galaxy,  took to 
calculate the answer to Life and Everything 
(spoiler: 42).

It took 7.5 million years.
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How parameter tuning is happening now?

Manual

Slow
Tuning takes days

Painstaking
Need high expertise

Ineffective
What happens with large 
fleets
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How parameter tuning is happening now?

Manual

Slow
Tuning takes days

Painstaking
Tuning takes days

Ineffective
Tuning takes days

Inadequate
Seasonal workload

Heuristics

One size fits all
Generic rules (not adapting)

Workload agnostic
Tuning takes days

Ineffective
Tune again when you 
change infrastructure

Inadequate
Tuning takes days
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How parameter tuning is happening now?

Manual

Slow
Tuning takes days

Painstaking
Tuning takes days

Ineffective
Tuning takes days

Inadequate
Tuning takes days

Heuristics ML based

One size fits all
Generic rules (not adapting)

Workload agnostic
Tuning takes days

Ineffective
Tune again when you 
change infrastructure

Inadequate
Tuning takes days

Fast
Tuning takes hours

Performance
Does not leave performance 
on the table

Workload specific
Tunes based on the 
workload and not only the 
machine
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How often do you tune?
Examples cases

Frequent cases
1. Your workload changes — 

Change queries and application

2. Your database grows and 
changes

3. You scale your instances — Up 
or down

Infrequent cases
1. You migrate from on-prem to the 

cloud — or vice-versa

2. You migrate DBMS — E.g., from 
Oracle to PostgreSQL

3. You upgrade your version of 
PostgreSQL
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How often do you tune? (the reality)
The sad reality

● Tuning is typically reactive to something going wrong - Not proactive

● Maybe looked at once or twice a year - as part of maintenance work

● Often engage expensive external experts, in-house expertise is missing

● Different workloads are not treated differently

● Modus operandi: Throw more hardware / compute at any issue ($$$)
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Why DBtune exists

Machine learning 
approach

Easy to work Operational 
scalability

DBtune learns how to solve 
optimization challenges

No need for background in ML 
or database tuning

Companies with 10s or 1000s 
of Databases can tune with less 

humans in the loop.
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How DBtune works

☁ 
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Database Reload (11 parameters)

1. work_mem
2. random_page_cost
3. seq_page_cost
4. checkpoint_completion_target
5. effective_io_concurrency
6. max_parallel_workers_per_gather
7. max_parallel_workers
8. max_wal_size
9. min_wal_size
10. bgwriter_lru_maxpages
11. bgwriter_delay

Parameters we tune

Database Restart (+2 parameters)

1. shared_buffers
2. max_worker_processes

Docs

Docs: https://docs.dbtune.com/Supported%20databases/PostgreSQL
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Time for more plots 📈
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Auto-tuning AWS RDS PostgreSQL
Stop over-provisioning

TPCC benchmark on a m5.2/4xL 
instances.

Tl;dr:
DBtune doubles the performance of 
PostgreSQL Amazon RDS
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Auto-tuning RDS PostgreSQL
Stop over-provisioning

Hardware Cost / Year

AWS RDS 
Instance 

Type

Cores RAM IOPS Instance EBS Total

db.m5.4xlarge 8 64 GBs 4000 12 475 US$ 4 800 US$ 17 275 US$

db.m5.2xlarge 4 32 GBs 2000 6 237 US$ 2 400 US$ 8 637 US$
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DBtune v2

1. Always on agents
2. Better user interface experience for DBAs
3. Programmatic API for integrations

New features
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Some nice readings for DBtune
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Some nice readings for DBtune

Independent technical analysis by Franck Pachot
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What is coming with DBtune v2
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Auto-tuning RDS
Stop over-provisioning
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Auto-tuning RDS
Stop over-provisioning


